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LOTI has written these process-based checklists, which are based on the recommended questions in the LGA guide How to build equality & data protection into your AI commissioning and procurement processes: a guide for councils in England. We provide these as a guide only. Each organisation will need to ensure that any procurement they undertake is compliant with equalities and data protection legislation.

These are comprehensive checklists that you can use for any size of procurement. You may have one person complete the majority of tasks for a smaller procurement, or allocate actions across a commissioning team for larger contracts. The size and risk of the procurement also influences how long tasks will take, with some tasks under an hour and some continuing over several weeks or months.
Remember - It is a genuine possibility and legitimate outcome that you do not move ahead with the procurement, because you are unable to reduce, mitigate or tolerate the equality and data protection issues and risks in the pre-contract stages.
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	Item
	Responsible officer (name/email)
	Date completed
	Outcome

	Speak to the:
· Data Protection Officer (DPO)
· Equalities Officer
· Procurement team
· Cyber security and network team
Discuss your procurement and seek their advice. Inform them of your procurement timescales and the likely stages where you will need them.
	 
	 
	 

	Consider and address the diversity of the commissioning team.
	
	
	

	Consider the knowledge and experience of the team and any changes or additions needed to run a successful procurement. Identify whether you need external support.
	
	
	

	Establish who is responsible for what.
	
	
	

	Undertake a DPIA (iterative document) if mandatory or recommended.
	
	
	

	Undertake an EqIA (iterative document) if mandatory or recommended.
	
	
	

	Decide when and how progress will be assessed and documented.
	
	
	

	Assess:

	· the problem you are trying to address and whether your expectations are proportionate to the privacy and equalities risks.
	 
	 
	 

	· the rationale for choosing an AI-based technology.
	
	
	

	· the personal data expected to be processed and the privacy risks.
	
	
	

	· how you can minimise the personal data.
	
	
	

	· what information you need to ensure personal data is handled in ways that people would reasonably expect and not used in ways that could lead to unintended consequences, unlawful discrimination, inequalities, community tensions, isolation or segregation.
	
	
	

	· the expectations of individuals and whether you need to conduct consultation.
	
	
	

	· which roles in the council and potential bidders are relevant and what they are responsible for.
	
	
	

	· the expectations of whether council data will be used to train the AI
	
	
	

	· the expected location of data in terms of country and which organisation’s network.
	
	
	

	Consider what standards you expect a contractor to meet. What evidence do you want from the prospective suppliers to allow you to consider whether their standards are appropriate?
	 
	 
	 

	Decide if you expect bidders to comply with an approved code of conduct or certification scheme and assign scoring criteria.
	
	
	

	Adapt your due diligence questions for data protection and cyber security to include standards specific to your tender.
	 
	 
	 

	Decide what information you need to identify and evidence that using the AI-based technology is delivering the intended outcomes/benefits.
	 
	 
	 

	Considered whether and how to encourage diverse bidders.
	
	
	

	Consider your necessary actions if the use of the AI-based technology successfully changes the situation; will you need to stop using the AI or retrain it?
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	Item
	Responsible officer
	Date completed
	Outcome

	Specify the information you need from bidders to understand the AI.
	 
	 
	 

	Specify the standards you expect bidders to meet and the evidence you need from them.
	 
	 
	 

	Specify any codes of conduct or certification schemes that you expect bidders to meet.
	 
	 
	 

	Include the due diligence questions you adapted for your tender.
	 
	 
	 

	Describe the review periods and likely break clauses you expect that will allow you to change the use of the AI where the product is successful or unsuccessful in delivering your aims.
	 
	 
	 

	Include any items to encourage diverse bidders.
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	Item
	Responsible officer
	Date completed
	Outcome

	Ensure any necessary non-disclosure agreements (NDAs) are signed and retained.
	
	
	

	Send the relevant parts of the bids to your specialists, such as the Data Protection Officer, Cyber Security Manager and Equalities Officer. 
Address any concerns raised by these specialists with the bidders until all parties agree on whether standards are met or not. Consider whether a failure to meet standards means a bid cannot be accepted.
	 
	 
	 

	Decide what confidential data or intellectual properties need to be seen by decision-makers (including boards and committees).
	
	
	

	Retain (with suitable confidentiality) the data you feel is necessary to justify your decision to choose the supplier.
	
	
	

	Ensure the council and bidders are clear on whether the bidder is allowed for their own purposes to use council data for training the AI (not recommended) or other use.
	 
	 
	 

	Decide whether any bidders will require council support prior to or during the implementation stage to meet bid standards eg where you are encouraging diverse bidders.
	 
	 
	 

	Review your DPIA and EqIA to make any changes necessary, and have the revised versions approved by the DPO and Equalities Officer.
	 
	 
	 

	Following the assessments above, document the standards that will form your contract with the chosen bidder.
	 
	 
	 

	Identify how you will explain the AI and how it works to staff and residents/clients.
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	Item
	Responsible officer
	Date completed
	Outcome

	Describe the equality-related expectations, duties and standards for the contractor to meet.
	 
	 
	 

	Describe the data protection-related expectations, duties and standards for the contractor to meet.
	
	
	

	Describe the cyber security-related expectations, duties and standards for the contractor to meet.
	
	
	

	If relevant, describe any actions for the contractor during implementation to meet bid standards, and any agreed council support eg where you are encouraging diverse bidders.
	
	
	

	Describe the information you need  from the contractor to ensure that using the AI technology is delivering the intended outcomes/benefits.
	
	
	

	Describe the frequency and composition of review periods for data protection and cyber security due diligence.
	 
	 
	 

	Include clauses to state that the contractor must inform you in writing, in advance, about any intended change or addition to the AI provided. 
	 
	 
	 

	State the contractor’s acceptable use of the data eg whether council data can be used to train the AI for other customers (not recommended) or other use.
	 
	 
	 

	Include clauses on transparency and plan for publication of the contract (with suitable redactions).
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	Item
	Responsible officer
	Date completed
	Outcome

	Confirm the completion of actions for the contractor during implementation to meet bid standards.
	 
	 
	 

	Ensure any actions stemming from the EqIA and/or DPIA are undertaken or timetabled. 
	 
	 
	 

	Draft and communicate the policies and processes that cover the use of the AI.
	 
	 
	 

	Publish/provide privacy information for individuals on how their personal data will be processed and any rights they have to object to or question the use of the AI and any outputs or decisions.
	 
	 
	 

	Publish the contract (suitably redacted) and any relevant documents, to ensure transparency.
	 
	 
	 

	Train staff on their responsibilities in relation to the AI, such as review of automated decisions.
	 
	 
	 

	Document and timetable agreed review periods for use of the AI and the updates of due diligence.
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	Item
	Responsible officer
	Date completed
	Outcome

	Document the council role(s) responsible for reviewing use of the AI and the contract.
	
	
	

	Timetable (where possible) reviews of the use of the AI and associated assessments (DPIA/EqIA)  through the life of the contract eg when:
· you reach Minimum Viable Product (MVP)
·  the pilot stage is complete
·  annual contract review
· a change in activity or legislation
· a change to the product or upgrade, for example, to include an AI-based technology (sometimes called ‘slipstreaming’).
	
	
	

	Establish whether the expected benefits are being achieved and create an agreed action plan to rectify any failures. That may include changing or ending the contract.
	 
	 
	 

	Identify whether there is evidence of discrimination occurring through use of the AI-based technology. If so, plan how this will be rectified and how to fix any discriminatory outcomes.
	 
	 
	 

	Identify whether there have been any data protection incidents or complaints and create a plan to rectify these issues and reduce the likelihood of them occurring in the future.
	
	
	

	Consider whether the AI needs to be retrained or a different approach used. If so, set an action plan.
	 
	 
	 

	Establish whether any liability or penalty action needs to be taken against the contractor for a failure in standards or success of outcomes. If so, draft an action plan for this.
	 
	 
	 

	Have the contractor refresh the answers on the due diligence and discuss any changes or concerns with them and relevant staff eg DPO.
	 
	 
	 

	Check that new and existing staff are receiving regular, suitable training to understand their responsibilities in relation to the AI, such as review of automated decisions, as well as their responsibilities under data protection and equalities laws. If not, set an action plan.
	 
	 
	 

	Check that ICO registration and the contractor’s compliance with approved codes of conduct or certification schemes are current. If not, set an action plan.
	
	
	

	Check that the contractor has undertaken relevant system penetration testing or vulnerability scans within at least the last 12 months. If not, set an action plan.
	
	
	

	Identify whether any new aspects of AI have been added or whether any sub-contractors have changed. Consider whether anything needs to change as a result.
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